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Abstract

Designing RNA molecules has garnered recent interest in medicine and biotechnol-
ogy since many functional RNA molecules were shown to be involved in regulatory
processes for transcription, epigenetics and translation. Here, we propose a new
algorithm for the RNA Design problem, dubbed LEARNA, which uses deep rein-
forcement learning to train a policy network to sequentially design an entire RNA
molecule. By meta-learning across 8000 different RNA Design tasks, our exten-
sion Meta-LEARNA constructs an RNA Design policy that can be applied out of
the box to quickly solve novel RNA Design tasks. Finally, we use an AutoML
approach to jointly optimize over a rich space of neural architectures for the policy
network, the hyperparameters of the training procedure and the formulation of the
decision process. In a comprehensive empirical evaluation we transfer the found
architectures and parameter settings to three qualitatively different benchmark sets
of RNA Design tasks and show that our approach achieves new state-of-the-art
performance on all benchmarks while also being orders of magnitudes faster in
reaching the previous state-of-the-art performance.

1 Introduction

At its most basic form, RNA is a sequence of the four nucleotides Adenine (A), Guanine (G), Cytosine
(C) and Uracile (U). While the RNA sequence serves as the blueprint, the functional structure of
the RNA molecule is determined by the folding translating the RNA sequence into its 3D tertiary
structure. The hydrogen bonds formed between two corresponding nucleotides constitute one of the
driving forces during this process; the structure that encompasses these hydrogen bonds is commonly
referred to as the secondary structure of RNA.

The problem of finding an RNA sequence that folds into a desired secondary structure is known as
the RNA Design problem or RNA inverse folding [Hofacker et al., 1994]. Most algorithms for RNA
Design focus on search strategies that start with an initial nucleotide sequence and modify it to find a
solution for the given secondary structure [Hofacker et al., 1994, Andronescu et al., 2004, Taneda,
2011, Esmaili-Taheri et al., 2014, Eastman et al., 2018]. In contrast, in this paper we describe a novel
deep reinforcement learning (RL) approach to this problem. Our contributions are as follows:

• We describe LEARNA, a deep RL algorithm for RNA design. LEARNA trains a policy
network that, given a target secondary structure, can be rolled out to sequentially predict the
entire RNA sequence. After generating an RNA sequence, our approach folds this sequence,
locally adapts it, and uses the distance of the resulting structure to the target structure as an
error signal for the RL agent.

• We describe Meta-LEARNA, a meta-learning version of LEARNA that learns a single pol-
icy across many RNA Design problems directly applicable to new RNA Design problems.
Specifically, it learns a conditional generative model from which we can sample candidate
RNA sequences for a given target structure that solves many problems with the first sample.
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• We introduce a new benchmark dataset, which we used to develop and tune our algorithm.

• We apply an AutoML approach [Hutter et al., 2018] to jointly optimize the architecture of
the policy network together with the training hyperparameters, and the state representation.
To the best of our knowledge, this is the first application of a variant of neural architecture
search to improve the performance of RL and meta-learning.

• A comprehensive empirical analysis shows that our approach achieves new state-of-the-art
performance on the two most commonly used RNA design benchmark datasets: Rfam-
Taneda (following Taneda [2011]) and Eterna100 (following Anderson-Lee et al. [2016]),
as well as on the test split of our new benchmark. Furthermore, Meta-LEARNA achieves the
results of the previous state-of-the-art approaches 26×, 450× and 4× faster.

2 Background and Related Work

The RNA Design problem aims to find an inverse mapping for a given RNA folding algorithm F ,
which maps from an RNA sequence φ to a representation of its secondary structure: Given a folding
algorithm F and a target RNA secondary structure ω, the RNA Design problem is to find an RNA
sequence φ that satisfies ω = F(φ). This is illustrated in Figure 1 in Appendix B.

Most algorithms targeting the RNA Design problem are either (1) local approaches that operate on
a single sequence and try to find a solution by changing a small number of nucleotides at a time
with the loss function guiding the search (RNA-SSD [Andronescu et al., 2004], INFO-RNA [Busch
and Backofen, 2006], NUPACK [Dirks and Pierce, 2004, Zadeh et al., 2010], ERD [Esmaili-Taheri
et al., 2014] and the approach by Eastman et al. [2018]) or (2) global methods, either having a large
number of candidates being manipulated, or modeling a global distribution from which samples are
sampled (MODENA [Taneda, 2011], AntaRNA [Kleinkauf et al., 2015] and MCTS-RNA [Yang et al.,
2017]). A more detailed review can be found in Churkin et al. [2017].

Other than ours, the only existing algorithm that uses RL is the one by Eastman et al. [2018]; this
has been developed in parallel to our work and, in contrast to our end-to-end approach only uses
RL to guide a local search, making it far less sample-efficient. In the remainder of the paper, we
refer to this approach as RL-LS and compare to it, as well as the recent state-of-the-art algorithms
MCTS-RNA, AntaRNA, and RNAinverse.

The work by Bello et al. [2016] heavily influenced our work. In it, the authors apply RL to combi-
natorial problems, namely the Traveling Salesman Problem. Inspired by this work, we propose to
frame the RNA Design problem as a RL problem where the agent predicts which nucleotide to place
next into the sequence, learning to design RNA end-to-end.

3 A Decision Process Modelling RNA Design

We propose to model the RNA Design problem with respect to a given target structure ω as the
undiscounted Decision Process Dω := (S,A,Rω,Pω). In our experiments, we used the popular
Zuker algorithm [Zuker and Stiegler, 1981, Zuker and Sankoff, 1984] for folding, but our approach
would directly be applicable to any other folding algorithm.

Action space In each episode an agent has the task to design an RNA sequence that folds into the
given target structure ω. To design a candidate solution φ the agent places nucleotides by choosing
an action at at each time step t. For unpaired sites, action at corresponds to selecting one of the
four RNA nucleotides (G, C, A or U), while for paired sites, at corresponds to selecting one of the
Watson-Crick base pairs (GC, CG, AU, or UA). This is illustrated in Figure 2 in Appendix B.

State space and Transition Function The agent chooses an action at based on the state st pro-
vided by the environment. We set st to the (2κ+ 1)-gram centered around the t-th site of the target
structure ω, where κ is a hyperparameter we dub the state radius. To be able to construct this centered
n-gram at all sites we introduced κ padding characters at the start and the end of the target structure.
Since at each time step t the state st is set to a fixed (2κ + 1)-gram, the transition function Pω is
deterministic and defined accordingly.
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Reward At the terminal time step T the agent has assigned nucleotides to all sites and the environ-
ment generates the (only non-zero) reward rT :

rT = −
(

dH(fold(φ), ω)

|ω|

)α
, (1)

where dH(·, ·) is the Hamming distance, fold(·) denotes the Zuker folding algorithm and α > 1 is
a hyperparameter to shape the reward. If the distance between the fold of the proposed sequence
and the target structure becomes small enough, i.e., dH(fold(φ), ω) < ξ (we set ξ = 5 based on
preliminary experiments), we employ a local improvement step before computing the reward: this
tries all nucleotide combinations for the sites at which the fold of our designed sequence fold(φ)
differs from the target structure ω.

4 Obtaining Policies for RNA Design

We propose several strategies to learn the parameters θ of a given policy network πθ:

LEARNA The LEARNA strategy learns to design a sequence for the target structure ω in an online
fashion, from scratch. The parameters θ of the policy network πθ are randomly initialized before the
agent episodically interacts with the decision process Dω. For updating the parameters we use the
policy gradient method PPO [Schulman et al., 2017].

Meta-LEARNA Meta-LEARNA uses a meta-learning approach [Lemke et al., 2015] that views the
RNA design of the target structures in the training set Ωtrain as tasks and learns to transfer knowledge
across them. Each of the target structures ωi ∈ Ωtrain defines a different decision process Dωi

, and
we train a single policy network on all of them, also using PPO. Once the training is finished, the
parameters θ are fixed and πθ can be applied to the decision process Dω defined by a new target
structure ω by sampling from the learned generative model.

Meta-LEARNA-Adapt Meta-LEARNA-Adapt combines the previous two strategies: First, we
run Meta-LEARNA to train parameters θ in an offline training phase on Ωtrain. However, to work
on target structure ω, the policy is not fixed but is only used to initialize LEARNA running on the
Decision Process Dω .

The precise architectures of the policy networks we used were determined using neural architecture
search as described in the next section; they are listed in Table 5 in Appendix E.

5 Joint Architecture Search and Hyperparameter Optimization

To automatically select the best neural architecture based on data, we define a search space that
includes both elements of convolutional neural networks (CNNs) and recurrent neural networks
(RNNs). We construct our architectures as follows: (1) the dot bracket representation of the state
is either binary encoded (distinguishing between paired and unpaired sites) or processed by an em-
bedding layer that converts the symbol-based representation into a learnable numerical one for each
site. Then, (2) an optional CNN with at most two layers can be applied to the state, followed by
(3) an optional LSTM with at most two layers. As the final stage, we always add (4) a shallow
fully-connected network with one or two layers, which outputs the distribution over actions. Jointly
with these architectural choices, we optimized three hyperparameters of PPO (learning rate, batch
size, and strength of the entropy regularization), and since we want to use the best decision process
for solving our problem, also two hyperparameters of the decision process described in Section 3:
the exponent α used for reward shaping and the state space radius κ. In total, these choices yield a
14-dimensional space comprising mostly integer variables; for full details see Appendix E.

We used the efficient Bayesian optimization method BOHB [Falkner et al., 2018] to address the
problems of neural architecture search (NAS) [Zoph and Le, 2017, Elsken et al., 2018] and hyperpa-
rameter optimization as a joint optimization problem. BOHB supports optimization in mixed inte-
ger/continuous search spaces, can utilize parallel resources and additionally allows to exploit cheap
approximations of expensive-to-evaluate objective functions to speed up the optimization. To avoid
overfitting on our target RNA benchmarks, we further introduce a new training set (Rfam-LEARN-
Train), validation set (Rfam-LEARN-Validation) and test set (Rfam-Learn-Test) described in detail
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Table 1: Summary of results for RNAInverse, MCTS-RNA, RL-LS, antaRNA, LEARNA, and Meta-
LEARNA regarding the total fraction of solved target structures on the three benchmarks. A target
structure counts as solved if a solution was found in any of the evaluation runs on the specific dataset.

M E T H O D E T E R N A 1 0 0 R F A M - TA N E D A R F A M - L E A R N - T E S T

M C T S - R NA 5 7 % 7 9 % 9 7 %
A N TA R NA 5 8 % 6 6 % 1 0 0 %
R L - L S 5 9 % 6 2 % 6 2 %
R NA I N V E R S E 6 0 % 5 9 % 9 5 %

L E A R NA - 1 0 M I N - 7 9 % 9 5 %
L E A R NA - 3 0 M I N 6 3 % - 9 7 %
M E TA - L E A R NA - A D A P T 6 4 % 8 3 % 9 8 %
M E TA - L E A R NA 6 5 % 7 9 % 1 0 0 %

in Appendix C. We created two versions of LEARNA: (1) LEARNA-10min, which is optimized for
achieving strong performance in 10 minutes (on one core per sequence) and (2) LEARNA-30min,
which is optimized for achieving strong performance within 30 minutes (on one core per sequence).
LEARNA-10min is used on the Rfam-Taneda dataset and LEARNA-30min is applied to the other
two datasets. Finally, our meta learning approach Meta-LEARNA is optimized to achieve strong
performance when run for one hour on twenty cores (with an internal budget of 1 minute on one core
per sequence). Based on preliminary experiments, we used the sum of mean distances as the loss.

6 Experiments

We report results on two established benchmarks from the literature, the Rfam benchmark as de-
scribed at Taneda [2011] and the Eterna100 benchmark [Anderson-Lee et al., 2016], as well as on
our proposed benchmark Rfam-Learn, reporting the accumulated number of solved targets across
all runs. Details on the benchmarks we used are listed in Appendix D. We used the same hardware
for all approaches and experiments as listed in detail in Appendix A. The final performance of all
algorithms of our comparison for the three benchmarks is summarized in Table 1. The corresponding
plots for all benchmarks are shown in Appendix F. On the Eterna100 benchmark all variants of
LEARNA achieve new state-of-the-art results. Remarkably, Meta-LEARNA achieves previous state-
of-the-art performance in about 90 seconds, new state-of-the-art performance in less than 3 minutes
and also achieves new state-of-the-art performance in each single run (solving at least 64 % of the
target structures). Concerning the Rfam-Taneda benchmark, Meta-LEARNA and LEARNA are on
par with the current state-of-the-art results of MCTS-RNA. Remarkably, Meta-LEARNA needs less
than 10 seconds to achieve this performance. Meta-LEARNA-Adapt achieves new state-of-the-art
results after 1 minute, solving 83% of the target structures. On our proposed Rfam-Learn benchmark,
only Meta-LEARNA and antaRNA were able to solve all of the target structures in 1 hour; 5 minutes
and 20 minutes respectively. Except for RL-LS, all algorithms could solve at least 95% of the target
structures within the 1h time limit. The results of our ablation study are illustrated in the Appendix G.
We observed that the local improvement step boosts performance for all variants of our approach. The
performance loss of Meta-LEARNA-Adapt compared to Meta-LEARNA is caused by the overhead
associated with the weight updates, which result in Meta-LEARNA-Adapt only being able to perform
7-10 times fewer evaluations than Meta-LEARNA performs in the same time.

7 Conclusion

We proposed the deep reinforcement learning algorithm LEARNA for the RNA Design problem to
sequentially construct candidate solutions in an end-to-end fashion. By pre-training on a large corpus
of biological sequences, a local improvement step to aid the agent, and extensive architecture and
hyperparameter optimization, we arrived at Meta-LEARNA, a ready-to-use agent that achieves state-
of-the-art results on the Eterna100 benchmark. By continuing training, dubbed Meta-LEARNA-Adapt,
we can also improve over all previous results on the Rfam benchmark2.

2Code and data for reproducing our results is available at https://github.com/automl/learna
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A Technical Details

We used the implementation of the Zuker algorithm provided by ViennaRNA [Lorenz et al., 2011b]
versions 2.4.8 (MCTS-RNA, RL-LS and LEARNA), 2.1.9 (AntaRNA) and 2.4.9 (RNAInverse). Our
implementation uses the Reinforcement Learning library tensorforce, version 0.3.3 [Schaarschmidt
et al., 2017] working with TensorFlow version 1.4.0 [Abadi et al., 2015]. All computations were
done on Broadwell E5-2630v4 2.2 GHz CPUs with 5 GByte RAM. For the training phase of Meta-
LEARNA, we used all 20 cores of these machines, but at evaluation time, all methods were only
allowed a single core (using core binding).

B Illustration

(

(

.

. .

.

)

)

(a) Target structure ω

G C G A U A G C

(b) RNA sequence φ ∈ N∗

G

C

G

A U

A

G

C

(c) Fold F(φ)

Figure 1: Illustration of the RNA Design problem using a folding algorithm F . RNA secondary
structures are often represented using the dot-bracket notation, where dots stand for unbound sites
and nucleotides connected by a hydrogen bond are marked by opening and closing brackets. Given
the desired RNA secondary structure and its dot-bracket notation (a), the task is to design an RNA
sequence (b) that folds into the desired secondary structure (c).

att Sequence

( ( . . . . ) )

G ( . . . . ) CGC0

G C . . . . G CCG1

G C G . . . G CGC2

Figure 2: Illustration of the design of a candidate solution. Starting at time point 0 the candidate
solution is sequentially built by placing nucleotides from the action sequence (at)t∈{0, ..., T−1}.

7



C Rfam-Learn Dataset

To ensure a large enough and interesting dataset, we downloaded all families of the Rfam database
version 13.0 [Kalvari et al., 2017] and folded them using the ViennaRNA package [Lorenz et al.,
2011a]. We removed all secondary structure with multiple known solutions, and only kept structures
with lengths between 50 and 450 to match the existing datasets. To focus on the harder sequences,
we only kept the ones that a single run of MCTS-RNA could not solve within 30 seconds. We chose
MCTS-RNA for filtering as it was the fastest algorithm from the literature. The remaining secondary
structures were split into a training set of 65000, a validation set of 100, and a test set of 100 secondary
structures.

D Benchmarks

Table 2: Overview on the three benchmarks Eterna100 [Anderson-Lee et al., 2016], Rfam-Taneda
[Taneda, 2011] and Rfam-Learn we used for our experiments. The table displays the timeout, the
number of evaluations for each target structure, the number of sequences and the range of sequence
lengths for the corresponding benchmark.

D ATA S E T T I M E O U T E VA L U AT I O N S S E Q U E N C E S L E N G T H

E T E R N A 1 0 0 2 4 H 5 1 0 0 1 2 – 4 0 0
R F A M - TA N E D A 1 0 M I N 5 0 2 9 5 4 – 4 5 1

R F A M - L E A R N - T R A I N – – 6 5 0 0 0 5 0 – 4 5 0
R F A M - L E A R N - VA L – – 1 0 0 5 0 – 4 4 4
R F A M - L E A R N - T E S T 1 H 5 1 0 0 5 0 – 4 4 6
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E Architecture and Hyperparameter Search Space

Table 3: Search space for the agent’s architecture and the trainings hyperparameter used for training
Meta-Learna

Parameter Name Type Range Prior

filter size in 1st conv layer integer [0, 8] uniform
filter size in 2nd conv layer integer [0, 4] uniform
# filters in 1st conv layer integer [1, 32] uniform
# filters in 2nd conv layer integer [1, 32] uniform
# fully connected layers integer [1, 2] uniform
# units in fully connected layer(s) integer [8, 64] log-uniform
# LSTM layers integer [0, 2] uniform
# units in every LSTM layer integer [1, 64] log-uniform
# state space radius integer [0, 32] uniform
embedding dimensionality integer [0, 4] uniform
batch size integer [32, 128] log-uniform
entropy regularization float [5 · 10−5, 5 · 10−3] log-uniform
learning rate for PPO float [1 · 10−6, 1 · 10−4] log-uniform
reward exponent float [1, 10] uniform

Table 4: Search space for the agent’s architecture and the trainings hyperparameter used for training
LEARNA for both the 10 and 30 minutes budget

Parameter Name Type Range Prior

filter size in 1st conv layer integer [0, 8] uniform
filter size in 2nd conv layer integer [0, 4] uniform
# filter in 1st conv layer integer [1, 32] log-uniform
# filter in 2nd conv layer integer [1, 32] log-uniform
# fully connected layers integer [1, 2] uniform
# units in fully connected layer(s) integer [8, 64] log-uniform
# LSTM layers integer [0, 2] uniform
# units in every LSTM layer integer [1, 64] log-uniform
# state space radius integer [1, 32] uniform
embedding dimensionality integer [0, 4] uniform
batch size integer [32, 128] log-uniform
entropy regularization float [1 · 10−5, 1 · 10−2] log-uniform
learning rate for PPO float [1 · 10−5, 1 · 10−3] log-uniform
reward exponent float [1, 10] uniform
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Table 5: The selected configurations for each scenario and budget.
Parameter Name LEARNA-10min LEARNA-30min Meta-LEARNA

filter size in 1st conv layer 5 0 5
filter size in 2nd conv layer 3 3 7
# filters in 1st conv layer 8 10 32
# filters in 2nd conv layer 1 3 14
# fully connected layers 1 1 1
# units in fully connected layer(s) 52 32 9
# LSTM layers 2 2 0
# units in every LSTM layer 4 7 53
# state space radius 16 2 26
embedding dimensionality 0 0 1
batch size 32 79 80
entropy regularization 4.44 · 10−4 1.63 · 10−4 1.98 · 10−4

learning rate for PPO 5.49 · 10−4 3.38 · 10−4 6.37 · 10−5

reward exponent 5.72 9.43 9.22

103 104 105

wall clock time [s]

10 2

10 1

100

101

102
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ss

b=400.000000
b=3600.000000
b=1200.000000

Figure 3: Observed validation loss during the BOHB run for Meta-LEARNA. The different budgets
b correspond to the training time on 20 CPUs in parallel. The results seem to suggest that one can
achieve a very similar performance with only 20 minutes of training, which could imply that much
longer training of the agent might be required for substantially better performance.
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Figure 4: Relationship between the observed loss and the number of solved sequences. The plot
suggests that our loss metric correlates strongly with the number of successfully found primary
sequences.
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F Comparison Plots

Here, we show the performance of all methods tested on all three benchmarks. In particular, we
present the fraction of solved sequences for Eterna100, Rfam-Taneda, and Rfam-Learn-Test accumu-
lated and averaged over independent evaluation runs.
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Figure 5: Comparison of all methods on the Eterna100 (top) Rfam-Taneda (middle) and Rfam-Learn-
Test (bottom) benchmark. The left side shows the fraction of solved target structures accumulated
over independent evaluation runs, while the right side shows the mean of that fraction with confident
intervals using 5, 50, and 5 independent evaluation runs respectively. On all three benchmarks,
Meta-LEARNA outperforms all other methods in terms of number of solved sequences and/or time
to achieve this performance. For Eterna100, all three strategies of our novel approach achieve new
state-of-the-art results, while being orders of magnitudes faster. On our benchmark, all algorithms
except RL-LS solve at least 95 % of the target structures, but Meta-LEARNA performs best (after a
short lag due to computational overhead).
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G Ablation

Here, we study the contribution of different components of our approaches with an ablation. By
removing one component at a time, we can see the impact it has on the final performance.
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Figure 6: Ablation study of Meta-LEARNA-Adapt (first row), Meta-LEARNA (second row), LEARNA-
30min (third row) and LEARNA-10min (fourth row) on Rfam-Learn-Test. The left side shows the
accumulated number of solved target structures over 5 independent runs, while the right side shows
the mean with confident interval.
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