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Abstract

Robust deep learning models are of great practical importance. Hendrycks et
al. [12] have recently shown that one can train a robust deep learning model
by incorporating a self-supervision loss function while training. In this work,
we show that one can further improve the robustness by delicately incorporat-
ing multiple self-supervision tasks with the aid of AutoML. To this end, we first
study a variety of self-supervision tasks and show that each of them can be used
to improve the robustness of a trained model. We then propose an AutoML-
based algorithm that automatically strikes the right balance between multiple
self-supervision terms. Our experiments show that our AutoML algorithm, to-
gether with multiple self-supervision tasks, can achieve the best test accuracy on
CIFAR-10-C, a benchmark for robust image classification. The code is available at
https://github.com/storykim/robustness-self-supervision.

1 Introduction

While self-supervision is known to help learn representation with scarce labeled data [8, 5], it was
unclear whether it could further benefit supervised learning with a sufficiently large labeled data. In a
recent work by Hendrycks et al. [12], the authors show that one can improve the model robustness by
incorporating the self-supervision loss. More specifically, consider a scenario where one wants to
train a classifier. The main loss can be defined as the cross-entropy between the output probabilities
of the neural network and the labels, say Lmain(X,Y ; θc, θmain), where (X,Y ) is a labeled dataset,
θc is the parameter corresponding to the (common) lower part of a neural network, and θmain is the
parameter corresponding to the (task-specific) upper part of a neural network. Instead of minimizing
this loss term alone, the authors propose the use of an auxiliary task inspired by self-supervision.
More specifically, one simultaneously solves a self-supervision task with another neural network that
shares the lower part of the neural network with the main neural network. Without loss of generality,
the loss of a self-supervision task can be written as Laux(X; θc, θaux). Note that it does not involve Y
and involves the common parameter θ with the main loss term. Given these loss functions, they train
a model by solving the following optimization problem

min
θ,θmain,θaux

Lmain(X,Y ; θc, θmain) + λLaux(X; θc, θaux), (1)

where λ is a hyperparameter that determines the ratio between the two loss terms.

Since the authors of [12] mostly focus on the use of a single self-supervision task, it is not clear
whether or not one can further improve the robustness of a model by incorporating multiple self-
supervision tasks. This precisely sets the goal of our work. We first identify several self-supervision
tasks, each of which can improve the robustness of a model when used in conjunction with the main
loss. We then show one can incorporate multiple self-supervision tasks at the same time to further
improve the robustness of a model. To achieve this goal, we propose an AutoML-based algorithm that
automatically tunes the weights associated with different auxiliary tasks. Our experimental results
show that our AutoML-based approach can achieve superior robustness over the existing approaches.
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2 Related Work

Meta learning and AutoML: Meta-learning has made rapid progress in the past years. The goal
of meta-learning is learning to learn better based on data, and it can be used for systematically
improving the performance of transfer learning [6, 15], optimization/learning algorithms [1, 2, 17, 4],
deep learning models [22, 16, 18], data preprocessing/ augmentation [19, 3], and reinforcement
learning [7, 9, 20].

Self-supervision: Self-supervision is a technique that creates labels from unlabeled data and leverages
those self-labeled data to learn data representation. To be more concrete, consider an image dataset
without labels. One can generate a labeled dataset by manipulating these unlabeled images. For
instance, one can rotate an image by an angle ∈ {0◦, 90◦, 180◦, 270◦} and assign the image an angle
label [8]. Another representative example is autoencoders [13]. Here, an unlabeled example Xi is
labeled by itself, giving us a labeled example (Xi, Xi). A variety of self-supervision tasks have been
proposed in the literature, and self-supervision has been shown effective, particularly when labeled
data is scarce. While self-supervision has been known useful for learning representation with scarce
labeled data, it was not clear whether it has any value when one is equipped with a sufficient amount
of labeled data. Recently, Hendrycks et al. [12] show that self-supervision can be useful even in this
case as it can help us improve the robustness of deep learning models.

3 Single Self-supervision Task for Model Robustness

In this section, we show that the algorithm proposed in [12] indeed works not only with the rotation
task but also with various self-supervision tasks. Specifically, we examine the following seven
self-supervision tasks. See Fig. 1 for a visual illustration of the following self-supervision tasks.

• Rotation: Each input image is rotated by an angle ∈ {0◦, 90◦, 180◦, 270◦}. The goal of this
self-supervision task is to correctly predict the rotation angle given a rotated image. The loss is
defined as the cross-entropy between the ground truth label and the prediction results.

• Coloring (Color): Each input images is converted into a grayscale image. The goal is to correctly
recover the color of each pixel. Here, we use the CIELAB representation of colors [21], in which
each color is represented by a three-dimensional vector (L,A,B). Roughly speaking, L denotes
the lightness, A denotes redness, and B denotes yellowness. The CIELAB representation is
known to better capture human visual perception. We drop the L value and quantize the values
of A and B into 32 bins. We then define the loss function for each pixel as the sum of two
cross-entropy terms, one for predicting A and the other for predicting B. Thus, the total loss
is 1

2Npixel

∑
pixel

∑
channel∈{A,B} CE(Ypixel,channel, Ŷpixel,channel), where CE is a shorthand term of

cross-entropy, Npixel is the number of pixels in an image, and Y, Ŷ ∈ {1, 2, . . . , 32}.
• Image reconstruction (IR): The goal is to correctly reconstruct the input image. The loss is defined

as the mean squared error over pixels. Note that this task is identical to autoencoders.

• Image deblurring (BIR): Same as above except that the input image is blurred. We call this task
BIR (blurred-image reconstruction) as it can be viewed as reconstructing blurred images.

• Inpainting (Inpaint): Same as above except that a central part of the input image is removed.

• Color-channel guessing (RGB guess): Each image’s RGB channels are randomly shuffled. The
goal is to identify the original color-shuffling pattern out of 3! = 6 possible ones. The loss is
defined as CE(Y, Ŷ ), where Y, Ŷ ∈ {1, 2, . . . , 6}.

• Jigsaw puzzle (Jigsaw): Each image is split into two by two pieces, and the four pieces are
randomly reordered. The goal is to identify the shuffling pattern out of 4! = 24 possible ones. The
loss is defined as CE(Y, Ŷ ), where Y, Ŷ ∈ {1, 2, . . . , 24}.

Each self-supervision task is solved by a neural network whose lower part is shared with the main
neural network and whose upper part is designed specifically for the corresponding task. See the
supplemental materials for more details about the network designs. We run the training algorithm
proposed in [12] in conjunction with each of the above self-supervision tasks and evaluate its
robustness. We minimize the overall loss function using SGD with momentum with the momentum
parameter of 0.9 on CIFAR-10 [14]. We also apply the weight decay with the decay factor of 0.0005.
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Figure 1: Inputs generated for self-supervision tasks. From left to right: Original, rotation, coloring,
image deblurring, inpainting, color-channel guessing, jigsaw puzzle.

For learning rates, we use the cosine annealing with the initial value of 0.1 and the minimum value of
10−6. The hyperparameter λ is fixed as 0.5 for all tasks. We use minibatches of size 64 to estimate
the main loss/gradients. To measure the robustness of a model, we use CIFAR-10-C dataset [11]. The
CIFAR-10-C dataset contains 950,000 images which are algorithmically generated with 19 kinds of
corruption types and five levels of severity based on CIFAR-10 validation set. Summarized in Table 1
are our experimental results. One can see that all of the tested self-supervision tasks except the last
one helps us obtain a more robust model.

Table 1: Test accuracy on CIFAR-10-C
Baseline Rotation Color IR BIR Inpaint RGB guess Jigsaw

Acc. 74.07% 76.37% 75.06% 74.73% 75.84% 74.69% 74.15% 73.41%

4 An AutoML Algorithm for Incorporating Multiple Self-supervision Tasks

A natural question that arises is whether one can incorporate multiple self-supervision tasks
to further improve the robustness of the model. That is, one would like to incorporate k
self-supervision tasks and obtain a more robust model than those trained with a single self-
supervision task. This can be achieved by training a model with the following loss function
Lmain(X,Y ; θc, θmain) +

∑k
i=1 λiLaux,i(X; θc, θaux,i), where Laux,i is the ith auxiliary loss func-

tion, θaux,i is the parameter of each task-specific neural network, and λi is the hyperparameter that
determines the weight of the corresponding term. It is clear that one must carefully choose the value
of λi’s in order to obtain a robust model. For instance, if the values of λi’s are too low, the training
algorithm reduces to the standard supervised training, and hence one cannot expect the model to
perform well under robustness settings. On the other hand, if these values are chosen too high, the
main loss function will be ignored, making the main model perform poorly on the main prediction
task. Therefore, it is critical of importance to carefully optimize these hyperparameters. To this end,
we propose an AutoML algorithm that can automatically adjust these hyperparameters, striking a
balance between multiple self-supervision tasks.

Recall that the goal is to minimize the main task loss in conjunction with multiple self-supervision
tasks. Denote the concatenation of all model parameters by φ, i.e., φ = (θc, θmain, θaux,1, . . . , θaux,k).
Similarly, denote the concatenation of the model parameters associated with the main task by ψ, i.e.,
ψ = (θc, θmain). To automatically adjust the values of λi’s, we define the following metaloss.

Lmeta := Lmain

(
Xval, Yval;ψ − α

∂Lλ1,λ2,...,λk

∂ψ

)
. (2)

That is, the meta loss captures the performance of the updated model parameter of the main network
(ψ − α∂Lλ1,λ2,...,λk∂ψ ) on the validation data. Note that Lmeta is a function of {λ}.

With these definitions, one can apply the following AutoML algorithm to adjust the values of
{λ} while training the main model. In each iteration, we first compute Lλ1,λ2,...,λk and then
backpropagate it with respect to ψ, obtaining ∂Lλ1,λ2,...,λk

∂ψ . From this, one can compute the updated

model parameter ψ − α∂Lλ1,λ2,...,λk∂ψ . Then, one can compute the validation loss (of the main task)
of this updated model parameter, obtaining Lmeta. By differentiating Lmeta with respect {λ}, we
can calculate ∂Lmeta

∂λ1
, ∂Lmeta
∂λ2

, . . . , ∂Lmeta
∂λk

. Using these, we accordingly update the values of λi’s, i.e.,
λi ← λi − β ∂Lmeta

∂λi
for all i ∈ {1, 2, . . . , k}, where β is the learning rate for meta updates. Once we

have updated the λi’s, we now compute the gradient of the original loss function with respect to
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Figure 2: Experimental results with multiple self-supervision tasks + AutoML

all model parameters φ using the updated values of λ’s and then update all the model parameters.
While we assumed the simple stochastic gradient descent when computing the meta loss, one may
actually update the main model with other algorithms such as Adam. To further stabilize the training
procedure, we train the model with fixed λ’s without learning meta updates for the first τ epochs,
which we call the warm-up period. Our algorithm is summarized in Algorithm 1.

Algorithm 1 AutoML algorithm for incorporating multiple self-supervision tasks

Input: Initial model parameter φ, LR schedule αt, meta LR β, warm-up period τ
repeat
Lλ1,λ2,...,λk ← Lmain(Xtrain, Ytrain;φ) +

∑k
i=1 λiLaux,i(Xtrain; θc, θaux,i)

if epoch count > τ then
Compute ∂Lλ1,λ2,...,λk

∂ψ via backpropagation

Lmeta ← Lmain

(
Xval, Yval;ψ − αt

∂Lλ1,λ2,...,λk
∂ψ

)
{Compute meta loss}

Compute ∂Lmeta
∂λ1

, ∂Lmeta
∂λ2

, . . . , ∂Lmeta
∂λk

via backpropagation {Compute meta gradients}

λi ← λi−β ∂Lmeta
∂λi

for all i ∈ {1, 2, . . . ,K} {Update λ’s}

Lλ1,λ2,...,λk ← Lmain(Xtrain, Ytrain;φ) +
∑k
i=1 λiLaux,i(Xtrain; θc, θaux,i) {With updated λ’s}

end if
Compute ∂Lλ1,λ2,...,λk

∂φ via backpropagation

φ← φ− αt · SGD
(
φ,

∂Lλ1,λ2,...,λk
∂φ

)
until φ converges

We now apply our approach with the self-supervision tasks identified in the previous section. Here,
we run our AutoML algorithm with the four most effective self-supervision tasks–rotation, image
deblurring, coloring, and image reconstruction–and compare its performance with that without
AutoML. Most of the experimental settings remain the same. We use the warm-up period of τ = 5
epochs and use minibatches of size 25 to estimate the meta loss/gradients. For the validation dataset,
we use 1% of the CIFAR-10-C dataset, consisting of 100 random samples from each category.

Shown in Figure 2a are our experimental results. The baseline algorithm that does not involve any
self-supervision tasks achieves the test error of 25.93%, and the model trained with a single self-
supervision task (rotation) gives us the error rate of 23.63%. By incorporating four self-supervision
tasks together with AutoML, the test error becomes 21.32%, reducing the error rate of the existing
approach by 9.7%. Figure 2b show how the values of λ’s change during the training procedure.
During the warm-up period, the values of λ’s remain the same, and after the warm-up period, they
start evolving according to the meta updates.

5 Conclusion

In this work, we first show that there exist diverse self-supervision tasks, each of which can improve
the robustness of a deep learning model. Based on this observation, we propose an AutoML-based
algorithm which can automatically balance the weights of multiple self-supervision losses, achieving
the state-of-the-art robustness performance on CIFAR-10-C.
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A Supplemental Materials

A.1 Neural network architectures

Here, we provide the details of the neural network architectures used in our experiments.

• Common part (θc): 40-2 WideResNet [10]. The size of input image is (32× 32× 3), and that of the output
is (128).

• Main task (θmain): FC(128, 10)

• Rotation (θaux,rot): FC(128, 4)

• Coloring (Color) (θaux,color): TransposedConv(channels=256, kernel=4, stride=1, padding=0) – BatchNorm –
ReLU – TransposedConv(channels=128, kernel=4, stride=2, padding=1) – BatchNorm – ReLU – Transposed-
Conv(channel=64, kernel=4, stride=2, padding=1) – BatchNorm – ReLU – TransposedConv(channel=64,
kernel=4, stride=2, padding=1). The output tensor is of size (32 × 32 × (32 · 2)). Each tensor of size
(1× 1× (32 · 2)) is viewed as the concatenation of 32-way classification results for A value and that for B
value for a certain pixel. See Figure 3 for a visual illustration.

• Image reconstruction (IR) (θaux,IR): TransposedConv(channels=256, kernel=4, stride=1, padding=0) –
BatchNorm – ReLU – TransposedConv(channels=128, kernel=4, stride=2, padding=1) – BatchNorm –
ReLU – TransposedConv(channel=64, kernel=4, stride=2, padding=1) – BatchNorm – ReLU – Transposed-
Conv(channel=3, kernel=4, stride=2, padding=1). The output tensor is of size (32× 32× 3), corresponding
to the reconstructed image.

• Image deblurring (BIR) (θaux,BIR): Same as above.

• Inpainting (Inpaint) (θaux,inpaint): TransposedConv(channels=64, kernel=4, stride=1, padding=0) – BatchNorm
– ReLU – TransposedConv(channels=3, kernel=4, stride=2, padding=1) – Sigmoid. The output tensor is of
size (8× 8× 3), corresponding to the inpainting result.

• Color-channel guessing (RGB guess) (θaux,RGB): FC(128, 6)

• Jigsaw puzzle (Jigsaw) (θaux,jigsaw): FC(128, 24)
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Figure 3: A visual illustration of θaux,color.

6


	Introduction
	Related Work
	Single Self-supervision Task for Model Robustness
	An AutoML Algorithm for Incorporating Multiple Self-supervision Tasks
	Conclusion
	Supplemental Materials
	Neural network architectures


