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Abstract

Bayesian optimization (BO) is a popular methodology to tune the hyperparameters
of expensive black-box functions. Despite its success, standard BO focuses on a
single task at a time and is not designed to leverage information from related
functions, such as the performance metric of the same algorithm tuned across
multiple datasets. In this work, we introduce a novel approach to achieve transfer
learning across different datasets as well as different metrics. The main idea is
to reparametrize raw metrics as quantiles via the probability integral transform,
and learn a mapping from hyperparameters to metric quantiles. We introduce two
methods to leverage this estimation: a pure random search biased toward sampling
lower quantiles, and a Gaussian process using such quantile estimate as a prior. We
show that these strategies can combine the estimation of multiple metrics such as
runtime and accuracy, steering the optimization toward cheaper hyperparameters
for the same level of accuracy. Experiments on an extensive set of hyperparameter
tuning tasks demonstrate significant improvements over several baselines.

1 Introduction

Tuning complex machine learning models such as deep neural networks can be a daunting task.
Object detection or language understanding models often rely on deep neural networks with many
tunable hyperparameters, and automatic hyperparameter optimization (HPO) techniques such as
Bayesian optimization (BO) are critical to extract the best accuracy and save time. BO addresses
the black-box optimization problem by placing a probabilistic model on the function to minimize,
such as the mapping of neural network hyperparameters to a validation loss, and determine which
hyperparameters to evaluate next by trading off exploration and exploitation. While traditional BO
focuses on each problem in isolation, recent years have seen a surge of interest in transfer learning
for HPO. In this context, transfer learning aims to leverage evaluations from previous, related tasks
(e.g., the same neural network tuned on multiple datasets) to further speed up the hyperparameter
search. Given evaluations from previous tasks {(xli, yli)}

nl
i=1, where yli ∈ R is the i-th evaluation of

hyperparameter xli ∈ Rd on black-box f l, one aims to solve argminx∈Rd f(x) for a new task f .

A variety of methods have been developed to this end. The most common approach is to model
tasks jointly or via a conditional independence structure, which has been been explored through
multi-output GPs [24], weighted combination of GPs [20, 7], and neural networks, either fully
Bayesian [23] or hybrid [22, 17, 13]. A different line of research has focused on the setting where
tasks come over time as a sequence and models need to be updated online as new problems accrue.
A way to achieve this is to fit a sequence of surrogate models to the residuals relative to predictions
of the previously fitted model [9, 18]. Specifically, the GP over the new task is centered on the
predictive mean of the previously learned GP. Finally, rather than fitting a surrogate model to all
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past data, some transfer can be achieved by warm-starting BO with the solutions to the previous BO
problems [8, 26]. A central challenge of all these approaches is that different black-boxes typically
have different scales, varying noise levels, and possibly contain outliers, making it hard to learn a
joint model. The Gaussian Copula Process (GCP) [25] can be used to alleviate scale issues on a
single task at the extra cost of estimating the CDF of the data. Using GCP for HPO was proposed
in [2] to handle potentially non-Gaussian data, albeit only for the single-task case.

In this work, we show how the probability integral transform can be used to map evaluations to
the quantile space, where fitting a joint model becomes easier as scale issues vanish. Using this
map we fit a global quantile parametric model, and then show how such estimation can be used
to transfer information to new tasks. To this end, we propose two strategies: a quantile random
search and a quantile-based Gaussian Process. We show that these strategies can jointly model
several metrics with potentially different scales, such as validation error and compute time, without
requiring processing. Extensive experiments demonstrate that significant speed-ups can be achieved.

2 Quantile based HPO

Quantile estimation We start by introducing quantile estimation, the building block of the HPO
strategies we propose. Let F̄ l denote the empirical cumulative distribution function on the set of
evaluations of task l : F̄ l(t) = 1

nl

∑
i 1yli≤t. This function maps each evaluation to a quantile value

ul = F̄ l(yl) ∈ [0, 1]. We use the available evaluations {xli, uli}i,l to fit a parametric quantile estimate
uw(x). The quantile estimate is regressed with a multi-layer-perceptron (MLP) whose parameters w
are obtained by minimizing the `2-error

∑
i,l(uw(xli)−uli)2. It is important to note that the quantile

estimate uw(x) is made independent of the dataset. Given a new task, we hope that uw(x) is a good
approximation of F (y(x)) where F is the CDF of y. It should be clear that if uw(x) = F (y(x)),
then the problem of finding the minimum of f would be solved as a parameter x minimizing f(x)
also minimizes the quantile F (y(x)). However, the estimation of uw(x) will not be perfect and will
yield some approximation error. For instance, a naive estimate always predicting the median, e.g.
u(x) = 0.5, would have a mean absolute error (MAE) of 0.252. For similar tasks, we would expect
the MAE to be lower than 0.25 for effective transfer. We next show how this improvement can be
leveraged to design two new HPO strategies.

Quantile random search Given a quantile estimation for the new task uw(x), we would now like
to design a HPO strategy. In particular, we want to design a random strategy with an exploration-
exploitation trade-off. Assume we are given N hyperparameter configurations x1, . . . , xN to sam-
ple from. We can predict quantiles with uw(x) and pick the hyperparameter configurations with the
minimum quantile score, but there would be no exploration. Instead, an exploration-exploitation
trade-off can be obtained by setting a probability density on the quantile domain [0, 1] so that lower
quantiles are sampled with larger probability. For this, we use a beta-distribution with α = 1
which yields the following pdf: pβ(u) = β(1 − u)β−1. The parameter β ≥ 1 controls the
exploration-exploitatiFon trade-off. Note that the density should decrease towards 1 to ensure that
lower quantiles are favored and larger values of β corresponds to more exploitation as the probabil-
ity of picking smaller quantiles increases, which can be seen in Fig 1 in the appendix. We call such
a method quantile random-search (quantile-RS) and present pseudo-code in Algorithm 1. The steps
inside the loop perform inverse transform sampling [5] from the density defined on quantiles with
the Beta distribution. Indeed, one has Fβ(u) =

∫ u
0
pβ(t) dt = 1 − (1 − u)β , and consequently,

F−1β (q) = 1− (1− q)1/β for q ∈ [0, 1].

Quantile-based Gaussian Process While the quantile random search approach can re-use infor-
mation from previous tasks, it does not exploit the evaluations from the current task as each draw
is independent of the observed evaluations. This can become an issue if the new black-box signifi-
cantly differs from previous tasks. We now show that the quantile approach can be combined with a
GP to both learn from previous tasks while adapting to the current task.

Instead of modeling observations directly as a GP, we model them as a Gaussian Copula Process
(GCP) [25]. Consider the map ψ = Φ−1 ◦ F where Φ is the standard normal CDF, recalling

2The average mean absolute error of a median predictor is given by
∫ 1

0
|q − 1

2
|dq = 2

∫ 1
2
0
|q|dq = 1

4
.
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Algorithm 1: Quantile random search (quantile-RS)

Estimate uw(x) on hold-out evaluations of other tasks and a given β.
while Has budget do

Sample N hyperparameters x1, . . . , xN and sort them according to uw(xi).
Sample q ∼ U([0, 1]).
Return xbF−1

β (q)×Nc = xb(1−(1−q)1/β)×Nc.
end while

that F is the CDF of y. Then we can define a new random variable z and model the function
z = ψ(y) ∼ GP(µ(x), k(x)). As ψ is monotonically increasing and mapping into the line, we
can alternatively view this modeling as a warped GP [21] with a non-parametric warping. One
advantage of this transformation is that z follows a Normal distribution, which may not be the case
for y = f(x). In the specific case of HPO, y may represent accuracy scores in [0, 1] of a classifier
where a Gaussian cannot be used. Another advantage is that we can transfer the information from
other tasks extracted in the parametric quantile estimate uw by using the prior mean functionm(x) =
Φ−1(uw(x)). Using the probability-integral-transform is key here as it maps evaluations of each
task to a standard Normal distribution, meaning that evaluations of different tasks are mapped to
a similar space. Finally, we fit the GP using L-BFGS for marginal likelihood optimization, and
use the Expected Improvement [16] to sample new hyperparameters. The pseudo-code is given in
Algorithm 2.

Algorithm 2: Quantile-based GP (quantile-GP)

Estimate uw(x) on the available evaluations from related tasks.
Sample x via quantile random search as described in the previous section.
while Has budget do

Deduct the prior means by ψ(x)−m(x) and then fit the GP.
Return the parameter x maximizing the Expected Improvement in the space of ψ(x) +m(x).
Evaluate f(x) and collect the result.

end while

Let us now make a few remarks on ψ. When no observations are available, F is not defined. There-
fore, we warm-start the optimization on the new task by sampling a hyperparameter configuration
based on quantile random-search, as described above. Finally, as ψ will be infinite when applied to
the minimum or maximum of y, we apply the following truncated estimator for the CDF from [14]:

F̃ (t) =


δm if F̄ (t) < δm
F̄ (t) if δm ≤ F̄ (t) ≤ 1− δm
1− δm if F̄ (t) > 1− δm

where m is the number of observations and δm = 1
4m1/4

√
π logm

strikes a bias-variance trade-off.

Optimizing multiple metrics In addition to optimizing the accuracy of a black-box function, it is
often desirable to optimize its runtime or memory consumption. Indeed, given two hyperparameters
with the same expected error, the one requiring less resources is preferable. For tasks where runtime
is available, we use both runtime and error metrics by averaging their quantiles, e.g., we set u(x) =
1
2 (uerror(x) +utime(x)), where uerror(x) represents the error quantile and utime(x) represents the time
quantile. This allows us to seamlessly optimize for time and error when running HPO, so that the
cheaper hyperparameter is favored when two hyperparameters lead to similar expected error.

3 Experiments

We considered the problem of tuning three algorithms: XGBoost [4], a 2-layer feed-forward neural
network (FCNET) [11], and the RNN-based time series prediction model proposed in [19] (DeepAR).
To speed up experiments we used a variation of the lookup table approach advocated in [6], reducing
the BO problem to selecting the next hyperparameter configurations from a fixed set which has been
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Figure 1: Relative improvement over random search across iterations.
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Figure 2: Relative improvement over random search against standardized run time.

evaluated in advance (as a result, no extrapolation error is introduced). These hyperparameter evalu-
ations were obtained by querying each algorithm at hyperparameters sampled uniformly at random
from their search space. We tuned XGBoost on 10 libsvm dataset [3] to minimize 1−AUC. Then,
we tuned FCNET on 4 datasets from [11], namely {slice localization, protein structure,
naval propulsion, parkinsons telemonitoring}, to minimize the test mean squared error.
As for DeepAR, the evaluations were collected on the data provided by GluonTS [1], consisting of 6
datasets from the M4-competition [15] and 5 datasets used in [12], and the goal is to minimize the
quantile loss [10]. Additionally, for DeepAR and FCNET the runtime to evaluate each hyperparameter
configuration was available, and we ran additional experiments exploiting this metric. More details
on the HPO problems and search spaces are in Table 1 and Table 2 of the appendix.

We assessed the transfer learning capabilities in a leave-one-task-out setting: we sequentially left
out one dataset and then aggregated the results for each algorithm. The performance of each method
was first averaged over 30 replicates for one dataset in a task, and we report the relative distance to
the global minimum defined by (yopt − ymin)/(ymax − ymin) which is in [0, 1] making improvement
scores comparable [26]. For all quantile-based methods we set β = 2, and learn the mapping to
quantiles via a 3-layer MLP with 50 units per layer, optimized by ADAM with early-stopping.

Results We benchmarked our methods against random search, standard GP-based BO, and ABLR
[17], a recently proposed approach to transfer learning consisting of a shared neural network across
tasks on top of which lies a Bayesian linear regression layer for each task. Figure 1 shows that
the quantile-based approaches consistently speed up convergence to a good optimum. Specifically,
quantile random search tends to outperform random-search in the beginning of the BO and is beaten
by GP later on due to its adaptiveness while quantile GP is able outperform competitors both at
the beginning and end of the optimization. Detailed results for each dataset are in Table 3 of the
appendix.

We then studied the ability of the quantile-based approaches to transfer information from multi-
ple metrics. Figure 2 reports results against standardized run time, leveraging both error and time
metrics for quantile-based BO. Here, performance for each optimizer was first averaged over 30
replicates within each dataset and then further aggregated across datasets. As tunings for differ-
ent datasets and optimizers require different time for a fixed number of iterations, to aggregate
results we average only up to the time taken by the fastest dataset and optimizer. Table 4 in the
appendix includes the full results for each dataset. Quantile random search and quantile GP outper-
form competing methods by a large margin, successfully tapping into multiple metrics to accelerate
the hyperparameter search.
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