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What is few-shot learning?



Are we making progress?



Goals

● Establish a simple baseline for few-shot image classification

● Provide a systematic evaluation methodology to compare different few-shot 
algorithms



Proposed baseline

● Standard cross-entropy meta-training / pre-training

● Initialization of classifier for few-shot classification[1]

● Fine-tuning the classifier on the few-shot dataset
○ Vanilla : minimize cross-entropy loss on train data
○ Transductive : minimize entropy loss on test data

[1] Nicholas Frosst, Nicolas Papernot, Geoffrey Hinton. Analyzing and Improving Representations with the Soft Nearest
Neighbor Loss. In Proc. of the International Conference  on Machine Learning (ICML), 2019.



Results (standard benchmarks)

● Same hyper-parameters for all experiments



Results (ImageNet-21k)

● 7,491 meta-training classes, 13,007 classes for few-shot training / testing

● 1-shot 5-way accuracy : 89%

● 1-shot 20-way accuracy : 70%



A proposal for systematic evaluation

● Hardness measures
how hard is it to correctly
classify a test set, given the 
labeled train set?
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