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Abstract

In many real-world applications, the performance of machine learning models is
evaluated not along a single objective, but across multiple, potentially competing
ones. For instance, for a model deciding whether to grant or deny loans, it is
critical to make sure decisions are fair and not only accurate. As it is often
infeasible to find a single model performing best across all objectives, practitioners
are forced to find a trade-off between the individual objectives. While several
multi-objective optimization (MO) techniques have been proposed in the machine
learning literature (and beyond), little effort has been put towards using MO for
hyperparameter optimization (HPO) problems; a task that has gained immense
relevance and adoption in recent years. In this paper, we evaluate the suitability
of existing MO algorithms for HPO and propose a novel multi-fidelity method for
this problem. We evaluate our approach on public datasets with a special emphasis
on fairness-motivated applications, and report substantially lower wall-clock times
when approximating Pareto frontiers compared to the state-of-the-art.

1 Introduction

Tuning complex machine learning (ML) models such as deep neural networks (DNNs) can be
a time-consuming task even for expert practitioners. In recent years, automated hyperparameter
optimization (HPO) techniques have become a popular and effective tool for finding models with
maximal predictive accuracy in a sample-efficient manner. However, in several real-world domains,
accuracy is not the only objective of interest, and the model must be simultaneously optimized w.r.t.
one or more additional objectives such as fairness, interpretability, privacy, and number of FLOPs
(e.g., for deployment on resource-restricted environments such as embedded devices).

As many of these objectives are often in direct contention with accuracy, it is unlikely to find a
single model that maximizes accuracy while also providing optimal performance w.r.t. the other
objectives. For instance, a plethora of recent studies have found that the models maximizing
accuracy can also amplify historical biases in the data, leading to a high degree of unfairness in the
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outcomes [2, 13,18} 9, [10]]. Similarly, training a DNN to be highly accurate may require increasing the
number of parameters, which in turn leads to reduced interpretability.

In this paper, we cast the problem of simultaneously optimizing competing objectives as that of
hyperparameter search with multi-objective optimization (MO). Given a list of the objectives to be
optimized, our goal is to find the Pareto frontier to help the practitioners select a model suitable to
their needs. While there has been some work on using MO, specifically, multi-objective Bayesian
optimization (MBO) for hyperparameter search, these prior studies have been limited to a narrow
range of tasks, that is, finding accurate DNNs that also takes a short time to make predictions [22].
Furthermore, experimental evaluations of MBO techniques are often limited to a small number of
objectives (typically no more than three) and are focused on artificial functions.

In this paper, we build upon the Hyperband algorithm [35]] to propose a novel, time-efficient multi-
objective multi-fidelity HPO approach. Our algorithm leverages early stopping and parallel computing,
and yields significant performance gains over existing MBO techniques.

To summarize our main contributions: (1) we revisit existing MBO techniques and perform the
first large-scale evaluation of existing approaches on HPO problems, showing a surprisingly limited
performance difference between existing methods; (2) we introduce the first multi-fidelity approach
to handle MO problems, bringing significant speed-ups on a wide range of multi-objective HPO
problems; (3) we systematically apply MO in the context of fairness-aware ML, showing how it can
be used to mitigate unfairness in domains related to financial lending and criminal justice.

2 Related Work

Multi-Objective HPO Early efforts on HPO focused on designing evolutionary optimization
techniques for neural networks and SVMs [53} 138} 24, [18]. Evolutionary techniques have also been
applied to multi-objective HPO problems [26]]. To mitigate the large computational cost of evaluating
a single hyperparameter configuration (e.g., training a DNN), sample-efficient Bayesian optimization
(BO) techniques have been introduced [23! 146, [7]].

Multi-objective Bayesian optimization (MBO) techniques can be categorized into three classes. First,
scalarization-based MBO methods map the vector of all objectives to a scalar [31,158 37,40, |19]] and
then use conventional single-objective (SO) BO techniques. While these methods are comparatively
easy to implement and scale gracefully with the number of objectives, they do not utilize information
about the overall geometry of the current Pareto front approximation. A second class of MBO
techniques builds on a performance measure of Pareto front approximations, namely the dominated
hypervolume [59]]. Both the expected hypervolume improvement (EHI) [[14] and probability hyper-
improvement (PHI) [29] operate by extending their single-objective BO counterparts—expected
improvement [36, [27]] and probability of improvement [33]], respectively. Other methods include
step-wise uncertainty reduction (SUR) [43]], smsEGO [45}51] and expected maximin improvement
(EMMI) [48]. Finally, information-theoretic MBO approaches aim to select points that reduce
uncertainty about the location of the Pareto front. Methods in this class tend to be more sample
efficient and scale better with the number of objectives. PAL [60] iteratively reduces the size of
a discrete uncertainty set. PESMO [22] adapts the predictive entropy search (PES) [21] criterion.
Pareto-frontier entropy search (PFES) [47] is suitable when dealing with decoupled objectives.
MESMO [4] builds on the max-value entropy-search criterion [52]] and enjoys an asymptotic regret
bound. Building on MESMO, two very recent works have proposed MF-OSEMO [6] and iMOCA [35]],
two multi-fidelity based information-theoretic MBO techniques which internally use multi-fidelity
Gaussian processes.

Our approach differs from all these prior methods as it is the first to combine scalarization techniques
with the bandit-inspired Hyperband [35]] algorithm. The candidate generation is based on random
search and its cost is negligible. Unlike GP based techniques [6} 5], our approach allows for efficient
evaluation of multiple candidates in parallel and can leverage modern computing infrastructure. It
also employs early-stopping, saving valuable resources on unpromising configurations.

Algorithmic Fairness Algorithmic fairness techniques aim to train accurate models subject to
fairness criteria. These methods can be divided into three families: (1) post-processing to modify a
pre-trained model to increase the fairness of its outcomes [16} 20, 44]; (2) in-processing to enforce
fairness constraints during training [1} [13| 54} 55[]; and, (3) pre-processing to modify the data



representation and then apply standard machine learning algorithms [11} [56]. Unlike our method,
most of these techniques provide solutions for only a single fairness metric. For example, [16] is
limited to demographic parity definition of fairness. In contrast to in-processing methods, which
are often dependent on the model class (e.g., [54} 157, 13]) and hence have limited extensibility, our
proposal treats the model as a blackbox, and can be extended to arbitrary model classes, as it operates
only on the hyperparameters.

The method most similar to ours is that of [42] where the authors use a standard constrained BO
approach (CBO) to find hyperparameters that maximize accuracy subject to fairness constraints.
Unlike our method, CBO requires knowing a propri the highest level of accepted unfairness; the
constrained approach of CBO is not aimed at finding the whole Pareto front, which enables the user
to make the trade-off a posteriori.

3 Formal Problem Setup

Multi-Objective Optimization Let f : X — R” be a function over domain X that we aim
to minimize. Given two points &1, xs € X, we will write 1 > xo if xo is weakly-dominated
by @1, that is, iff f(x1); < f(@2);,Vi € [n]. We write 1 > @2 if ®2 is dominated by x1,
that is, iff €1 = x5 and 3 € [n] st. f(x1); < f(x2);. The Pareto front of f is defined by
Pr={x e X| Az’ € X : &’ = x}, that is, the set of all non-dominated points. As Py is often an
infinite object, MO algorithms aim to find an approximation set A C X of non-dominated objective
vectors. A popular measure of approximation quality is the dominated hyper-volume [59]. Given an
approximation set A and a reference point r the hyper-volume indicator H is given by:

H(A)=Vol({zx eR"Fzc A:z-xzAx-71}).

Hyper-volume related quantities are usually computed by partitioning the space into hyper-cubes
which are then summed. This operation scales exponentially with the number objective functions and
can cause a bottleneck for related MO approaches.

Fairness Definitions A single, universal definition of fairness is intrinsically difficult to find as what
is an appropriate definition varies across applications and use cases [17]. Moreover, many definitions
of fairness might quantitatively conflict with each other where a solution perfectly satisfying all the
definitions is not better than a random or majority class assignment [50} 30]. However, obtaining
solutions that satisfy various definitions to some (albeit) imperfect extent and expose empirical
trade-offs between various definitions can still be important from societal perspectives. To this end,
our method is flexible in that it can seamlessly incorporate multiple definitions either independently
or simultaneously.

We consider the following standard framework: Y is the true label (binary), S is the protected (or

sensitive) attribute (binary), and Y is the predicted label. Then, we can introduce the following
commonly used definitions for fairness:

Equal Opportunity (EO) requires equal True Positive Rates (TPR) across subgroups: P(Y = 1|Y =
1,5=0)=PY =1Y=1,5=1);
Equalized Odds (EOdd) requires equality of False Positive Rates (FPR) in addition to EO;

Statistical Parity (SP) requires positive predictions to be unaffected by the value of the protected
attribute, regardless of the actual true label: P(Y = 1|5 =0) = P(Y =1|S =1).

We use the violation of the fairness constraint as a measure of unfairness. Following [[13]], we consider
the family of e-fair models: Y is e-fair if it violates the fairness definition by at most € > 0. In the
case of EO, a model Y is e-fair if the difference in equal opportunity (DEO) is at most €:

P(Y =1y =1,S§=0)—-P(Y =1y =1,S =1)| < e (1)

In the case of EOdd, we can consider two types of fairness constraints: the first one is equivalent to
DEO, and the second one, denoted by DFP, is the difference in FPR. In the case of SP, we use the
difference in statistical parity (DSP) to measure unfairness, which is defined as follows:

IP(Y =1|S=0)—P(Y =1|S=1)| <e 2)
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Figure 1: Dominated hyper-volume for XGBoost classifiers under error and DSP objectives on Adult
and COMPAS dataset. The average and standard deviation for 5 random seeds is shown. Among the
different approaches, the quality of the generated approximations is very similar, with RS and RW
being surprisingly competitive.

4 Preliminary Investigation

As an initial analysis, we evaluated the performance of five state-of-the-art MBO methods:
ParEGO [31], smsEGO [45], EHI [14] PESMO [22] and a scalarization based method by Paria
et al., [40]] on four of the artificial benchmark functions used in [31] as well as on two fairness-related
datasets. The motivation for this comparison is two-fold: (i) upon thorough review of the related
literature, we found that there is a lack of comparisons against simple baselines, and (ii) only little
attention has been put on evaluating MBO methods on prediction tasks commonly encountered in
ML. The only ML-related benchmark in the MBO literature we are aware of and considered in [22]]
focuses on designing fast and accurate neural networks for MNIST [34]]. For our investigation we
used MBO implementations from the Spearmint [46] and Dragonfly [28] library.

We used three simple baselines: Random Search (RS), the SO criterion EI [36] which only optimizes
for the first objective of the artificial functions and for classification error (1 - accuracy) in the ML
tasks, and a simplified version of the ParEGO algorithm, which we call Random Weights (RW) and
was not considered before. At every iteration ¢, RW reduces the MO to an SO problem in three steps:
(i) A vector wy, is sampled uniformly from the unit simplex A,, = {& € R% | > ;= 1}. (i) A
set of scalar proxy objective values {s1, ..., s;} is computed by taking the inner product between w;
and the previous objective vectors—i.e. s; = (wy, f(x;)), Vi € {1,...,t}. (iii) A surrogate model
based on the scalar values is fitted and the standard EI criterion is applied to determine a; ;.

Appendix [A] Figure 3] shows the average dominated hyper-volume over 100 iterations and 5 seeds
on the four artificial functions. The advanced methods have an advantage over the simpler ones in
most cases, although RS and RW are competitive on the artificial functions KNO1 and VLMOP?2.
Moreover, there is a clear difference in the per-iteration time over these competing approaches: RW
are one order of magnitude faster than PESMO, and two orders of magnitude faster than smsEGO
and EHI (see Appendix [A] Table 2] for further information). Figure [T]illustrates the dominated hyper-
volume over 80 iterations and 5 seeds for XGBoost on the Adult and COMPAS dataset (described in
Section [6]), with the objectives being the error and DSP and reference point for the hyper-volume
computation being (error=1, DSP=1). While the per-iteration times of the different approaches
still largely differ, the quality of the generated candidates is very similar, with RS and RW being
surprisingly competitive.

S Hyperband with Random Scalarizations

The experiments in Section {]revealed the competitiveness of RS. Additionally, RS requires minimal
computational overhead and is, unlike GP-based sequential techniques, easy to parallelize. Motivated
by these attractive properties of RS, we explore its extension to the multi-fidelity setting by building
upon the Hyperband algorithm [35]. Given a computational budget, Hyperband starts by providing a
small initial resource allocation 7 to each randomly sampled model configuration. If a configuration
does not seem promising after its allocation is exhausted, Hyperband uses an early-stopping rule
and reallocates additional larger resource allocations to a subset of most promising candidates.
This process is repeated until the budget is exhausted. Unlike RS and standard GP based methods,
Hyperband does not evaluate all candidate on their full budget and is able to allocate resources
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Algorithm 1: Hyperband with Random Scalarizations
input :V, k, R, n (default n = 3)
initialization : 5., = [log, (R)|, B = (Sjax + 1R
for s ¢ {Smaz» Smazx — 17 ey O} do

n=[3 oyl r=Rn"°

T = {(x;, W; = {wg; }r_, )}, where ; € X, w;; € A, are sampled uniformly
fori € {0,...,s} do

ng=|nn~"], ri=rng

L=A{ey(x,W,r;)|(x,W) T}

T = topm(T’ L, an/nJ)
return Pareto front approximation formed by evaluated configurations.

more efficiently. Hyperband extends the earlier Successive Halving algorithm [25]] by introducing an
additional parameter n which is used to trade of the number candidates with the per candidate budget.

For its early-stopping mechanism, Hyperband usually relies on the validation error of each config-
uration after partial training. This performance indicator allows us to select a subset of promising
candidates, which then receives an increased resource allocation ;. To adapt Hyperband to the
MO domain, one needs to find an alternative performance measure for this ranking. The simplest
way to approach this problem, which is investigated in this paper, is to employ scalarization tech-
niques. For this each individual configuration * € X is equipped with a distinct set of k£ vectors

W = {w;, ..., wy} sampled uniformly from A,,. With this the performance of configuration x
after partial training is measured by
ev(x, W,r;) = min V(f(x,r),w)

o wew

where V : R™ x R™ — R is a scalarization function of choice. An overview of our methods is given
by Algorithm[I] As concrete choices of V' we experimentally evaluate the scalarization functions
employed by ParEGO and the simpler RW method.

6 Experiments

We evaluate our approach on two widely-used fairness-related binary classification datasets:

e Adult [32]: based on census data, contains binary gender as sensitive attribute with the class
label being whether or not the income exceeds S0K USD;

o COMPAS [2]: data of criminal defendants, contains a binary sensitive attribute categorizing
individuals into "white" and "other", with the target being the 2-year recidivism.

We perform a 70%/30% random split to form training and a validation sets. We search for efficient
hyperparameters for gradient boosted tree ensemble (XGBoost [12]) and Multi-layer Perceptron
(Sklearn MLP [41]) classifiers with respective 7- and 10-dimensional search spaces. The hyperparam-
eter spaces are provided in Tables[3|and[]in Appendix [B] The maximum resource R per configuration
is 200 epochs for MLPs and 256 boosting rounds for XGBoost. For our Hyperband-based method
we choose £ = 100 and use ParEGO and RW scalarization schemes. We perform comparisons
with state-of-the-art MBO methods introduced in Section[d} The dominated hyper-volume is com-
puted with respect to a worst case reference point (Error=1, DSP=1, DEO=1, DFP=1). For each
dataset/model/objective-combination we perform 5 runs with different seeds and a reference Pareto
front approximation .4 is formed by accumulating the evaluations from all runs. All experiments
were performed using AWS mS5.xlarge instances.

Comparison with existing MBO techniques Here we investigate the effectiveness of the proposed
method to compute a good approximation set for the Pareto front of XGBoost and MLP models on
the two datasets. We start with the two-objective scenario optimizing for error and DSP. The left
side of Figure 2] visualizes the difference in average dominated hyper-volume of the MLP classifiers
over wall-clock time w.r.t. reference approximation set 4. For both scalarization schemes our
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Figure 2: [Left] Dominated hyper-volume of the Pareto front approximations of MLP classifiers
over time under error and DSP objective on Adult and COMPAS dataset. The average and standard
deviation for 5 random seeds is shown. [Right] Corresponding Pareto front approximations. For both
scalarization schemes, our method obtains Pareto front approximations with larger hyper-volume in a
significantly shorter wall-clock time.

method yields Pareto front approximations which (i) dominate a larger hyper-volume as visualized
by the right side of Figure 2] (ii) are denser, hence allowing for a more granular trade-off during the
model selection, and (iii) are obtained in a significantly shorter wall-clock time, as shown on the
left hand side of Figure|2] The experiments with XGBoost models confirmed these observation (see
Appendix [B] Figure[5|for details). Experimental results for the 3- (Error, DSP, DEO) and 4- (Error,
DSP, DEO, DFP) objective settings are shown in Figure [6]and [7]in Appendix [B] Again, we observe
that the Hyperband based method recovers Pareto front approximations covering a larger volume in
significantly shorter wall-clock time. We ran into numerical difficulties when applying Spearmint’s
PESMO implementation to our 3- and 4-objective problems which prevented us from including it in
the comparison.

Comparison with algorithmic fairness techniques We also perform comparisons with classic
algorithmic fairness techniques which often require selecting a fixed definition of fairness and an a
priori acceptance threshold. Following [42]], we fix the DSP threshold at < 0.1. TableE] shows the
most accurate fair model with DSP< 0.1 found by each of the baselines and our method.

The strongest of the baselines, FERM, produces a more accurate model on the COMPAS dataset,
but is slightly less accurate compared to the XGB model identified by our method on Adult dataset.
We note that all model-specific techniques tend to find solutions that are more fair than the required
constraint. Our proposal is also the best model-agnostic method, outperforming both SMOTE and
FERM preprocessing, and being comparable to CBO (both using MLP and XGB as base models).
This shows that we can remove bias with a smaller impact on accuracy even without using specific-
fairness constraints. We also highlight the flexibility of our model w.r.t. fairness threshold: if we
decide to change the unfairness threshold to another value (e.g. DSP < 0.05 from 0.1), our method
has the benefit of being a multi-objective optimization algorithm and does not need any re-training, as
it already found a set of models covering the whole Pareto front. Finally, it is important to note that,
as our method only acts on the hyperparameters, it can be used on top of model-specific techniques,
which come with their own hyperparameters. This hybrid strategy can help boost the performance of
these schemes (as opposed to blindly tuning the hyperparameters).



Table 1: Validation error of the best fair models for model-specific (first three rows) and model-
agnostic fairness methods. We use the fairness constraint, DSP < 0.1.

Method Adult COMPAS

FERM 0.164 +0.010  0.285 £ 0.009
Zafar 0.187 £0.001 0.411 +0.063
Adversarial 0.237 £0.001  0.327 + 0.002
FERM pre-processed | 0.228 £ 0.013  0.343 &£ 0.002
SMOTE 0.178 £0.005 0.321 +0.002
CBO MLP 0.167 £ 0.017  0.316 £ 0.004
CBO XGB 0.160 £ 0.003  0.313 = 0.002
HB+RW MLP (ours) | 0.168 +0.002  0.324 &£ 0.003
HB+RW XGB (ours) | 0.159 +0.001 0.310 £ 0.001

7 Conclusion and Future Work

We proposed a novel multi-fidelity multi-objective HPO method based on Hyperband that is computa-
tionally efficient and is easily parallelizable. Its use of scalarization techniques makes it amenable to
a large number of objectives. Our experimental results show that our method is an order of magnitude
faster for MO HPO problems compared to existing MBO techniques. It also returns denser Pareto
front approximations allowing practitioners a more granular trade-off between the objectives. We
compared our blackbox approach to specialized fairness techniques on two fairness related datasets
showing competitive performance. Our method is applicable to other MO problems as well.

In future work we want to explore more specialized scalarization techniques as well as other ways to
identify promising subsets of hyperparameters which can be used for efficient resource allocation.
We also would like to compare the performance of our method to the ones proposed by Belakaria et
al. 4,16} 15]], for which as for now there is no source code available. An implementation of our method
is currently under review to be included in the open source project AutoGluon [[15]].
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