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Abstract

Conventional image classifiers are trained by randomly sampling mini-batches of
images. To achieve state-of-the-art performance, sophisticated data augmentation
schemes are used to expand the amount of training data available for sampling.
In contrast, meta-learning algorithms sample not only images, but classes as
well. We investigate how data augmentation can be used not only to expand the
number of images available per class, but also to generate entirely new classes.
We systematically dissect the meta-learning pipeline and investigate the distinct
ways in which data augmentation can be integrated at both the image and class
levels. Our proposed meta-specific data augmentation significantly improves the
performance of meta-learners on few-shot classification benchmarks.

1 Introduction

Data augmentation has become an essential part of the training pipeline for image classifiers and
related tasks, as it offers a simple and efficient way to significantly improve performance [6, 26]. In
contrast, little work exists on data augmentation for meta-learning. Existing frameworks for few-shot
image classification use only horizontal flips, random crops, and color jitter to augment images in a
way that parallels augmentation for conventional training [2, 14]. Meanwhile, meta-learning methods
have received increasing attention as they have reached the cutting edge of few-shot performance.
While new meta-learning algorithms emerge at a rapid rate, we show that, like image classifiers,
meta-learners can achieve significant performance boosts through carefully chosen data augmentation
strategies that are injected into the various stages of the meta-learning pipeline.

Meta-learning frameworks use data for multiple purposes during each gradient update, which creates
the possibility for a diverse range of data augmentations that are not possible within the standard
training pipeline. We explore these possibilities and discover combinations of augmentation types
that improve performance over existing methods. Our contributions can be summarized as follows:

• First, we break down the meta-learning pipeline and identify places in which data augmenta-
tion can be inserted. We uncover four modes of augmentations for meta-learning: support
augmentation, query augmentation, task augmentation, and shot augmentation.

• Second, we test these four modes using a pool of image augmentations, and we find that query
augmentation is critical, while support augmentations often do not provide performance
benefits and may even degrade accuracy in some cases.

• Third, we combine augmentations and implement a MaxUp strategy, which we call Meta-
MaxUp, in order to maximize performance. We achieve significant performance boosts with
popular meta-learners on both mini-ImageNet and CIFAR-FS.
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2 Related Work

Meta-learners are known to be particularly vulnerable to overfitting [18]. One recent work has
developed a data augmentation method to overcome this problem [15]. The latter method involves
simply rotating all images in a class by a large amount and considering this new rotated class to be
distinct from its parent class. This effectively increases the number of possible few-shot tasks that
can be sampled during training. A feature-space augmentation, MetaMix, has been proposed for
averaging support features in few-shot learning [23]. A different line of work has instead applied
regularizers to prevent overfitting and improve few-shot classification [9, 24]. Yet additional work
has developed methods for labeling and augmenting unlabeled data [1, 4], generative models for
deforming images in one-shot metric learning [5], and feature space data augmentation for adapting
language models to new unseen intents [12].

3 The Anatomy of Data Augmentation for Meta-Learning

Adopting common terminology from the literature, the archetypal meta-learning algorithm contains
an inner loop and an outer loop in each parameter update of the training procedure. During an episode
of training, we sample a batch of tasks which may be, for example, five-way classification problems.
In the inner loop, a model is fine-tuned or adapted on support data. Then, in the outer loop, the model
is evaluated on query data, and we compute the gradient of the loss on the query data with respect
to the model’s parameters before fine-tuning. Finally, we perform a descent step, completing the
episode. Intuitively, meta-learners are optimized to generalize well after fine-tuning on very little data.
At test time, the model is fine-tuned on a small set of data, which is analogous to support data, and
then inference is performed on other data, analogous to query data. The number of support samples
per class in a few-shot classification problem is called the shot.

3.1 Data Augmentation Modes

We describe four modes of data augmentation for meta-learning which may be employed individually
or combined.

Support augmentation: Data augmentation may be applied to support data in the inner loop of
fine-tuning. This strategy enlarges the pool of fine-tuning data.

Query augmentation: Data augmentation alternatively may be applied to query data. This strategy
enlarges the pool of evaluation data to be sampled during training.

Task augmentation: We can increase the number of possible tasks by uniformly augmenting whole
classes to add new classes with which to train. For example, a vertical flip applied to all car images
yields a new upside-down car class which may be sampled during training.

Shot augmentation: At test time, we can artificially amplify the shot by adding additional copies
of each image using data augmentation. Shot augmentation can also be used during training by
adding copies of each support image via augmentation. Shot augmentation during training may better
prepare meta-learners for test-time shot augmentation.

Existing meta-learning algorithms for few-shot image classification typically use horizontal flips,
random crops, and color jitter on both support and query images. In Section 4, we test the four modes
of data augmentation enumerated above in isolation across a large array of specific augmentations.
We find that query augmentation is far more critical than support augmentation for increasing
performance. Additionally, we find that task augmentation, when combined with query augmentation,
can offer further boosts in performance when compared with existing frameworks.

3.2 Data Augmentation Techniques

For each of the data augmentation modes described above, we try a variety of specific data augmenta-
tion techniques. Some techniques are only applicable to support, query, and shot modes or solely
to the task mode. We use an array of standard augmentation techniques as well as CutMix [25],
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MixUp [26], and Self-Mix [20]. In the context of the task augmentation mode, we apply these the
same way to every image in a class in order to augment the number of classes. For example, we
use MixUp to create a half dog half truck class where every image is the average of a dog image
and a truck image. We also try combining multiple classes into one class as a task augmentation
mode. In general, techniques which greatly change the image distribution are better suited for task
augmentations while techniques that preserve the image distribution are typically better suited for the
support, query, and shot augmentation modes. The baseline models we compare to use horizontal
flip, random crop, and color jitter augmentation techniques at both the support and query levels since
these techniques are prevalent in the literature. More details on our pool of augmentation techniques
can be found in Appendix A.1.

3.3 Meta-MaxUp Augmentation for Meta-Learning

Recent work proposed MaxUp augmentation to alleviate overfitting during the training of classifiers
[10]. This strategy applies many augmentations to each image and chooses the augmented image
which yields the highest loss. MaxUp is conceptually similar to adversarial training [16]. Like
adversarial training, MaxUp involves solving a saddlepoint problem in which loss is minimized
with respect to parameters while being maximized with respect to the input. In the standard image
classification setting, MaxUp, together with CutMix, improves generalization and achieves state-
of-the-art performance on ImageNet. Here, we extend MaxUp to the setting of meta-learning.
Before training, a set of the data augmentations, S, collected from the four modes, as well as their
combinations, is chosen. For example, S may contain horizontal flip shot augmentation, query
CutMix, and the combination of both. During each iteration of training, we first sample a batch of
tasks, each containing support and query data, as is typical in the meta-learning framework. For each
element in the batch, we randomly select m augmentations from the set S, and we apply these to
the task, generating m augmented tasks with augmented support and query data. Then, for each
element of the batch of tasks originally sampled, we choose the augmented task that maximizes loss,
and we perform a parameter update step to minimize training loss. Formally, we solve the minimax
optimization problem,

min
✓

ET

h
max
M2S

L(F✓0 ,M(T q))
i
, (1)

where ✓0 = A(✓,M(T s)), A denotes fine-tuning, F is the base model with parameters ✓, L is the
loss function used in the outer loop of training, and T is a task with support and query data T s and
T q , respectively. A detailed algorithm can be found in A.2.

4 Experiments

In this section, we empirically demonstrate the following:

1. Augmentations applied in the four distinct modes behave differently. In particular, query
and task augmentation are far more important than support augmentation. (Section 4.2)

2. Meta-specific data augmentation strategies can improve performance over the generic
strategies commonly used for meta-learning. (Section 4.2)

3. We can further boost performance by combining augmentations with Meta-MaxUp. (Section
4.3)

4.1 Experimental Setup

We conduct experiments on four meta-learning algorithms: ProtoNet [21], R2-D2 [2], MetaOpt-
Net [14], and MCT [13]. ProtoNet is a metric-learning method that uses a prototype learning head,
which classifies samples by extracting a feature vector and then performing a nearest-neighbor search
for the closest class prototype. R2-D2 and MetaOptNet instead use differentiable solvers with a
ridge regression and SVM head, respectively. These methods extract feature vectors and then apply
a standard linear classifer to assign class labels. MCT improves upon ProtoNet by meta-learning
confidence scores. In the main body, we report the results of all these different classifier head options,
all using the ResNet-12 backbone proposed by [17]. The results of the original backbone can be
found in Appendix A.6.
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Table 1: Few-shot classification accuracy (%) on the CIFAR-FS dataset with the most effective data
augmentations for each mode shown. “CNN-4” denotes a 4-layer convolutional network with 96,
192, 384, and 512 filters in each layer [2]. Best performance in each category is bolded.

CNN-4 ResNet-12
Mode Level 1-shot 5-shot 1-shot 5-shot
Baseline - 67.56 ± 0.35 82.39 ± 0.26 73.01 ± 0.37 84.29 ± 0.24
Self-Mix Support 69.61 ± 0.35 83.43 ± 0.25 71.96 ± 0.36 84.84 ± 0.25
CutMix Query 70.54 ± 0.33 84.69 ± 0.24 75.97 ± 0.34 87.28 ± 0.23
Large Rotation Task 68.96 ± 0.35 83.65 ± 0.25 73.79 ± 0.36 85.81 ± 0.24
Horizontal Flip Shot 68.13 ± 0.35 82.95 ± 0.25 73.25 ± 0.36 85.06 ± 0.25

We perform our experiments on the mini-ImageNet and CIFAR-FS datasets [2, 22]. Mini-ImageNet
is a few-shot learning dataset derived from the ImageNet classification dataset [7], and CIFAR-FS
is derived from CIFAR-100 [11]. Across all our experiments, we consider the inductive setting
for few-shot learning, in which each test image is evaluated separately and independently. For
fair comparison, we only compare inductive methods to other inductive methods. A description of
datasets and training hyperparameters can be found in Appendix A.4. We report confidence intervals
with a radius of one standard error.

4.2 An Empirical Comparison of Augmentation Modes

We empirically evaluate the performance of all four different augmentation modes identified in
Section 3.1 on the CIFAR-FS dataset using an R2-D2 base-learner paired with both a 4-layer CNN
backbone (as used in the original work) and a ResNet-12 backbone. We report the results of the most
effective augmentations for each modes in Table 1. The full table can be found in Appendix A.3.

Table 1 demonstrates that each mode of augmentation individually can improve performance. Aug-
mentation applied to query data is consistently more effective than the other augmentation modes.
In particular, simply applying CutMix to query samples improves accuracy by as much as 3% on
both backbones. In contrast, most augmentations on support data actually damage performance.
In addition, results renedred by combining query CutMix with other effective augmentations are
displayed in Appendix A.5. Interestingly, when we use CutMix on both support and query images,
we observe worse performance than simply using CutMix on query data alone. Therefore, existing
meta-learning methods, which apply the same augmentations to query and support data without using
task and shot augmentation, may be achieving suboptimal performance. In order to further boost
performance, we propose Meta-MaxUp for combining various augmentations in different modes.

4.3 Meta-MaxUp Further Improves Performance

In this section, we evaluate our proposed Meta-MaxUp strategy in the same experimental setting as
above for various values of m and different data augmentation pool sizes. Results with best m are
reported in Table 2, and a detailed description of the augmentation pools as well as the full results can
be found in Appendix A.7. Rows beginning with “CutMix” denote experiments in which the pool of
augmentations simply includes many CutMix samples. “Single” denotes experiments in which each
augmentation in S is of a single type, while “Medium” and “Large” denote experiments in which
each element of S is a combination of augmentations, for example CutMix+rotation. Combinations
greatly expand the number of augmentations in the pool. As we increase m and include a large
number of augmentations in the pool, we observe performance boosts as high as 4% over the baseline,
which uses horizontal flip, random crop, and color jitter data augmentations from the original work
corresponding to the R2-D2 meta-learner used [2].

We explore the training benefits of these meta-specific training schemes by examining saturation
during training. To this end, we plot the training and validation accuracy over time for R2-D2 meta-
learners with ResNet-12 backbones using baseline augmentations, query Self-Mix, and Meta-MaxUp
with a medium sized pool and m = 4. See Figure 1 for training and validation accuracy curves. With
only baseline augmentations, validation accuracy stops increasing immediately after the first learning
rate decay. This suggests that baseline augmentations do not prevent overfitting during meta-training.
In contrast, we observe that models trained with Meta-MaxUp do not quickly overfit and continue
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Table 2: Few-shot classification accuracy (%) on the CIFAR-FS dataset for Meta-MaxUp over
different sizes of augmentation pools with number of samples m = 4.

CNN-4 ResNet-12
Pool m 1-shot 5-shot 1-shot 5-shot

Baseline - 67.56 ± 0.36 82.39 ± 0.26 73.01 ± 0.37 84.29 ± 0.24

CutMix 4 70.48 ± 0.34 84.76 ± 0.24 75.08 ± 0.23 87.60 ± 0.24
Single 4 71.10 ± 0.34 85.50 ± 0.24 76.82 ± 0.24 88.14 ± 0.23
Medium 4 70.58 ± 0.34 85.32 ± 0.24 76.30 ± 0.24 88.29 ± 0.22
Large 4 70.71 ± 0.34 85.04 ± 0.23 76.99 ± 0.24 88.35 ± 0.22

improving validation performance for a greater number of epochs. Meta-MaxUp visibly reduces the
generalization gap.

(a) (b) (c)

Figure 1: Training and validation accuracy for R2-D2 meta-learner with ResNet-12 backbone on the
CIFAR-FS dataset. (a) Baseline model (b) query Self-Mix (c) Meta-MaxUp.

4.4 Shot Augmentation for Pre-Trained Models

In the typical meta-learning framework, data augmentations are used during meta-training but not
during test time. On the other hand, in some transfer learning work, data augmentations, such as
horizontal flips, random crops, and color jitter, are used during fine-tuning at test time [3]. These
techniques enable the network to see more data samples during few-shot testing, leading to enhanced
performance. We propose shot augmentation (see Section 3) to enlarge the number of few-shot
samples during testing, and we also propose a variant in which we additionally train using the same
augmentations on support data in order to prepare the meta-learner for this test time scenario. Figure 2
shows the effect of shot augmentation (using only horizontal flips) on performance for MetaOptNet
with ResNet-12 backbone trained with Meta-MaxUp. Shot augmentation consistently improves
results across datasets, especially on 1-shot classification (⇠ 2%). To be clear, in this figure, we are
not using shot augmentation during the training stage. Rather, we are using conventional low-shot
training, and then deploying our models with shot augmentation at test time. These post-training
performance gains can be achieved by directly applying shot augmentation on pre-trained models
during testing. For additional experiments, see Appendix A.8.

4.5 Improving Existing Meta-Learners with Better Data Augmentation

In this section, we improve the performance of four different popular meta-learning methods including
ProtoNet [21], R2-D2 [2], MetaOptNet [14], and MCT [13]. We compare their baseline performance
to query CutMix with task-level rotation as well as Meta-MaxUp data augmentation strategies on
both the CIFAR-FS and mini-ImageNet datasets. See Table 3 for the results of these experiments. In
all cases, we are able to improve the performance of existing methods, sometimes by over 5%. Even
without Meta-MaxUp, we improve performance over the baseline by a large margin. The superiority
of meta-learners that use these augmentation strategies suggests that data augmentation is critical for
these popular algorithms and has largely been overlooked.
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(a) (b)

Figure 2: Performance on shot augmentation using MetaOptNet trained with the proposed Meta-
MaxUp. (a) 1-shot and 5-shot on CIFAR-FS (b) 1-shot and 5-shot on mini-ImageNet.

In addition, we compare our results with augmentation by Large Rotations at the task level – the only
competing work to our knowledge – in Appendix A.9. Note, augmentation with Large Rotations
to create new classes is referred to as “Task Augmentation” in [15]; we refer to it here as “Large
Rotations” to avoid confusion since we study a myriad of augmentations at the task level. We
observe that with the same training algorithm (MetaOptNet with SVM) and the ResNet-12 backbone,
our method outperforms the Large Rotations augmentation strategy by a large margin on both the
CIFAR-FS and mini-ImageNet datasets. Together with the same ensemble method as used in Large
Rotations, marked by “+ens", we further boost performance consistently above the MCT baseline,
the current highest performing meta-learning method on these benchmarks, despite using an older
meta-learner previously thought to perform worse than MCT. Moreover, when both training and
validation datasets are used for meta-training, we can achieve the state-of-art results for few-shot
classification on mini-ImageNet dataset in inductive setting.

Table 3: Few-shot classification accuracy (%) on CIFAR-FS and mini-ImageNet with ResNet-12.
“+ DA" denotes training with CutMix (Q) + Rotation (T), and “+ MM" denotes training with Meta-
MaxUp.

CIFAR-FS mini-ImageNet
Method 1-shot 5-shot 1-shot 5-shot

R2-D2 73.01 ± 0.37 84.29 ± 0.24 60.46 ± 0.32 76.88 ± 0.24
+ DA 76.17 ± 0.34 87.74 ± 0.24 65.54 ± 0.32 81.52 ± 0.23
+ MM 76.65 ± 0.33 88.57 ± 0.24 65.15 ± 0.32 81.76 ± 0.24

ProtoNet 70.21 ± 0.36 84.26 ± 0.25 57.34 ± 0.34 75.81 ± 0.25
+ DA 74.30 ± 0.36 86.24 ± 0.24 60.82 ± 0.34 78.23 ± 0.25
+ MM 76.05 ± 0.34 87.84 ± 0.23 62.81 ± 0.34 79.38 ± 0.24

MetaOptNet 70.99 ± 0.37 84.00 ± 0.25 60.01 ± 0.32 77.42 ± 0.23
+ DA 74.56 ± 0.34 87.61 ± 0.23 64.94 ± 0.33 82.10 ± 0.23
+ MM 75.67 ± 0.34 88.37 ± 0.23 65.02 ± 0.32 82.42 ± 0.23

MCT 75.80 ± 0.33 89.10 ± 0.42 64.84 ± 0.33 81.45 ± 0.23
+ MM 76.00 ± 0.33 89.54 ± 0.33 66.37 ± 0.32 83.11 ± 0.22

5 Discussion

In this work, we break down data augmentation in the context of meta-learning. In doing so, we
uncover possibilities that do not exist in the classical image classification setting. We identify four
modes of augmentation: query, support, task, and shot. These modes behave differently and are
of varying importance. Specifically, we find that it is particularly important to augment query data.
After adapting various data augmentations to meta-learning, we propose Meta-MaxUp for combining
various meta-specific data augmentations. We demonstrate that Meta-MaxUp significantly improves
the performance of popular meta-learning algorithms. We hope that this work opens up possibilities
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for further work on meta-specific data augmentation and that emerging methods for data augmentation
will boost the performance of meta-learning on large backbones without overfitting.
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